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ABSTRACT
Project Sage is Microsoft’s all-purpose recommender sys-
tem, designed and deployed as an ultra-high scale cloud ser-
vice. Sage focuses on both state of the art research and
high scale robust implementation. In the research front, we
demonstrate new pre-processing and cleaning techniques, a
novel probabilistic matrix factorization model for implicit
one-class data, and a relatively new evaluation framework.
In the engineering front, we present a working service de-
ployed on the Microsoft Azure cloud, which provides easy-
to-use interfaces to integrate a recommendation service into
any website.

Categories and Subject Descriptors
H.2.8 [Database Management]: Data Applications - Data
Mining.
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1. INTRODUCTION
Personalized recommendation systems are becoming in-

creasingly popular in many websites and online stores. While
there is a clear demand for such systems, there are only few
high-scale implementations to choose from. A notable exam-
ple is Apache Mahout, which provides source code for several
well-established recommendation algorithms. As opposed to
Mahout, Sage is a live service on the Microsoft Azure cloud,
which exposes easy-to-use interfaces and a dashboard to de-
sign and train models, as well as to explore personalized
recommendations and item-to-item relations. Our service
integrates several novel algorithms, to form an all-purpose
recommender, based on one-class implicit feedback.

Figure 1 depicts our system overview. There are 5 main
stages: (1) Data collection; (2) Data cleaning and feature se-
lection; (3) Variational Bayes matrix factorization; (4) Qual-
itative and quantitative evaluation; (5) Online service.
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Data Collection: 
• Upload catalog 
• Collect data with Sage API -OR-  

Upload data offline 

Model Evaluation: 
• Evaluate item-based recommendations 
• Evaluate personalized recommendations 

Data Preprocessing: 
• Data cleaning 
• Content-based feature selection 

Modeling: 
• Variational-Bayes matrix factorization with 

one-class implicit data 

Online Service: 
• Retrieval of recommendations  
• Online training and updating 
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Figure 1: Sage System Overview

2. SAGE OVERVIEW
We present an overview of Sage, by describing each of the

aforementioned stages in terms of user flow and back-end
algorithms.

Data Collection and Preprocessing. While much re-
search into recommender systems is focused on numeric rat-
ings, the common case in most real-world systems is non-
numeric implicit data. Under this setting, only positive ob-
servations are available – hence the name one-class data [6].
Sage recommendations are based on implicit one-class data,
e.g., purchase history, movies watched, etc. We do not as-
sume the presence of numeric ratings or even binary ratings.

Data collection requires uploading an items catalog. The
catalog may also include item meta-data features. The train-
ing data can be either dynamically collected from a web-
site using embedded scripts or uploaded offline as a file.
The preprocessing consists of data cleaning, in which non-
informative data rows are pruned, e.g., items that were pur-
chased only few times and alone. If item meta-data is in-
cluded in the catalog, we also employ a novel feature se-
lection algorithm in order to choose a subset of meta-data
features which are most informative with regard to collabo-
rative filtering. Our feature selection algorithm is described
in [8].

Offline Modeling. Recommender systems based on Ma-
trix Factorization (MF) models have repeatedly demonstrated
better accuracy than other methods, such as nearest neigh-
bor models and restricted Boltzmann machines [1, 4]. How-



Figure 2: Qualitative evaluation dashboard (with
books recommendations)

ever, MF models based on one-class data are relatively new.
Sage uses a novel in-house probabilistic Bayesian algorithm
that was recently published in [7]. Based on this model,
Sage computes probabilities pmn – the probability that user
m will consume item n. In this process, Sage also employs
items meta-data in a similar fashion to [5]. At the modeling
stage, we also extract item-to-item relations (similarities)
for common co-occurring item pairs.

After the training stage, Sage performs an evaluation pro-
cess. A quantitative evaluation is computed in terms of
Mean Percentile Rank (MPR), a relatively new metric in
studies of implicit feedback recommenders [9]. Qualitative
evaluation is also provided in the form of an interactive dash-
board. The dashboard allows users to choose any subset of
items, and generate appropriate recommendations as well as
explore item-to-item relations (see Figure 2).

Online Module. The online module enables retrieving
recommendations either for existing users or for new users
(i.e., users not present in the training data). In the former
case, recommendations are based on past interactions col-
lected during the data collection stage. In the latter case,
Sage quickly trains the model, on the fly, to include new
users based on a short list of items that the new user is
currently considering (click log, shopping cart, etc.). Simi-
larly, Sage can update existing users online, based on new
observations.

The Sage APIs. As discussed above, an API is pro-
vided to allow simple embedding of the recommender ser-
vice in a live website. Figure 3 shows an example of the
Sage API. The reader will notice methods to build a model
and to retrieve item-to-item relations and personalized rec-
ommendations (I2IRecommendation and U2I Recommenda-
tion, respectively). Automatic data collection is performed
by embedding a Javascript snippet on each item page. Us-
age information about the item (purchases, views, etc.) is
collected and uploaded directly to Sage.

Figure 3: Using Sage API in C# code: upload data,
build model and retrieve recommendations.

3. FUTURE WORK
Research and development at Sage are planned to be ex-

tended in several directions. We wish to implement addi-
tional recommendation algorithms. In some scenarios, we
believe that users may benefit from other algorithms, such as
non-probabilistic matrix factorization, neighborhood-based
recommender systems, content-based filtering, and hybrid
models [2].

Real world models are best evaluated against real-world
results. We also plan to develop an experimentation frame-
work [3] to evaluate different models based on metrics such
as Click-Through Rate (CTR), or conversion rate, rather
than just offline metrics such as MPR.
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